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required of technical professionals who work in the powerful and often complex
environments of AIX and IBM @server pSeries. A complete set of
professional certifications is available. It includes:

IBM Certified AIX User

IBM Certified Specialist - Business Intelligence for RS/6000

IBM Certified Specialist - Domino for RS/6000

IBM @server Certified Specialist - p690 Solutions Sales

IBM @server Certified Specialist - p690 Technical Support

IBM @server Certified Specialist - pSeries Sales

IBM @server Certified Specialist - pSeries AIX System Administration
IBM @server Certified Specialist - pSeries AIX System Support

IBM @server Certified Specialist - pSeries Solution Sales

IBM Certified Specialist - RS/6000 SP and PSSP V3

IBM Certified Specialist - Web Server for RS/6000

IBM @server Certified Specialist - pSeries HACMP for AlX

IBM @server Certified Advanced Technical Expert - pSeries and AIX 5L

VYVYYYYYVYVYVYVYYVYYY

Each certification is developed by following a thorough and rigorous process to
ensure the exam is applicable to the job role and is a meaningful and appropriate
assessment of skill. Subject matter experts who successfully perform the job
participate throughout the entire development process. They bring a wealth of
experience into the development process, making the exams much more
meaningful than the typical test that only captures classroom knowledge, and
ensuring that the exams are relevant to the real world. Thanks to their effort, the
test content is both useful and valid. The result of this certification is the value of
appropriate measurements of the skills required to perform the job role.

This IBM Redbook is designed as a study guide for professionals wishing to
prepare for the AIX 5L Problem Determination Tools and Techniques certification
exam as a selected course of study in order to achieve the IBM

@server Certified Advanced Technical Expert - pSeries and AIX 5L
certification.

This IBM Redbook is designed to provide a combination of theory and practical
experience needed for a general understanding of the subject matter. It also
provides sample questions that will help in the evaluation of personal progress
and provide familiarity with the types of questions that will be encountered in the
exam.
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This publication does not replace practical experience, nor is it designed to be a
stand-alone guide for any subject. Instead, it is an effective tool that, when
combined with education activities and experience, can be a very useful
preparation guide for the exam.

For additional information about certification and instructions on how to register
for an exam, visit our Web site at:

http://www.ibm.com/certify

The team that wrote this redbook

This redbook was produced by a team of specialists from around the world
working at the International Technical Support Organization, Austin Center.

Tim Dasgupta is an IBM Certified AIX Advanced Technical Expert (CATE). He

works as a Senior Systems Architect at IBM Global Services in Canada. He has
over eight years of experience in the areas of AIX, RS/6000, and pSeries. He is
currently the Team Leader of Midrange Architecture Group in Montreal, Canada.

Stephen Sommer is an IBM Certified AIX Advanced Technical Expert (CATE),
AIX Version 4.3.3 and 5.1. He works as a Senior IT Specialist at Faritec
Services, an IBM Business Partner in Johannesburg, South Africa. He has eight
years of experience in Midrange Support for AIX, RS/6000, and pSeries, both in
South Africa and the United Kingdom.

The authors of the first edition are:

Thomas C. Cederlé6f IBM Sweden

André de Klerk IBM South Africa

Thomas Herlin IBM Denmark

Tomasz Ostaszewski Prokom Software SA in Poland

The project that produced this publication was managed by:
Scott Vetter IBM Austin

Special thanks to:
Darin Hartman Program Manager, AIX Certification
Shannan L DeBrule IBM Atlanta
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Comments welcome

Your comments are important to us!
We want our Redbooks to be as helpful as possible. Send us your comments
about this or other Redbooks in one of the following ways:
» Use the online Contact us review redbook form found at:
ibm. com/redbooks
» Send your comments in an Internet note to:
redbook@us. ibm.com
» Mail your comments to:

IBM Corporation, International Technical Support Organization
Dept. JN9B Building 003 Internal Zip 2834

11400 Burnet Road

Austin, Texas 78758-3493
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Certification overview

This chapter provides an overview of the skill requirements needed to obtain an
IBM Advanced Technical Expert certification. The following chapters are
designed to provide a comprehensive review of specific topics that are essential
for obtaining the certification IBM @server Certified Advanced

Technical Expert - pSeries and AIX 5L.

This level certifies an advanced level of pSeries and AlX knowledge and
understanding, both in breadth and depth. It verifies the ability to perform
in-depth analysis, apply complex AlX concepts, and provide resolution to critical
problems, all in a variety of areas within AlX, including the hardware that
supports it.
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1.1 Certification requirements

To attain the IBM @server Certified Advanced Technical Expert -
pSeries and AIX 5L certification, you must pass four tests.

One test is the prerequisite in either pSeries AIX System Administration or
pSeries AIX System Support. The other three tests are selected from a variety of
pSeries and AlX topics. These requirements are explained in greater detail in the
sections that follow.

1.1.1 Required prerequisite

Prior to attaining the IBM @server Certified Advanced Technical
Expert - pSeries and AlX 5L certification, you must be certified as either an:

» IBM @server Certified Specialist - pSeries AIX System
Administration

or

» IBM @server Certified Specialist - pSeries AIX System Support

1.1.2 Recommended prerequisite

A minimum of six to 12 months of experience in performing in-depth analysis and
applying complex AlX concepts in a variety of areas within AlX is a
recommended prerequisite.

1.1.3 Information and registration for the certification exam

For the latest certification information, see the following Web site:

http://www.ibm.com/certify

1.1.4 Core requirements

Select three of the following exams. You will receive a Certificate of Proficiency
for tests when passed.

AIX 5L Installation and System Recovery
Test 233 was developed for this certification.

Preparation for this exam is the topic of IBM @server Certification
Study Guide - AIX 5L Installation and System Recovery, SG24-6183.
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AIX 5L Performance and System Tuning
Test 234 was developed for this certification.

Preparation for this exam is the topic of IBM @server Certification
Study Guide - AIX 5L Performance and System Tuning, SG24-6184.

AIX 5L Problem Determination Tools and Techniques

The following objectives were used as a basis when the certification test 235 was
developed. Some of these topics have been regrouped to provide better
organization when discussed in this publication.

Preparation for this exam is the topic of this publication.
Section I - Identify problem
To identify the problem:
1. Clarify the problem description.
a. Get an exact description of the symptom from the person reporting it.
b. Determine whether the problem occurs at particular times.
c. Determine what steps are required to recreate the problem or symptom.
2. Determine the source of the problem.
a. Determine if the system is hung or slow.

b. Analyze error logs for messages relating to the problem/symptom to
isolate the source.

Check the system LED panel for pertinent information.
Determine basic network functionality by using network tools.

Examine a core file or attached running process.

~ o o 0

Check the system console for error messages.
Force system dump on the hung system.

> @

Isolate the cause of the printer problem.
Section Il - Perform problem analysis
To perform problem analysis:
1. Identify the cause of the problem description.
a. Examine system dumps.
b. Examine log files for messages related to problem.
c. Check the AIX error log for hardware failures and paging space problems.
d

. Determine if network interfaces are active.
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Verify that file systems are mounted and accessible using commands
such as mount, df, and 1s.

Check for software installation problems in install logs and using the 1s1pp
command.

g. Check syslog.conf to see if additional error logging is enabled.

h.

J-

Manage processes and daemons.
Diagnose Logical Volume Manager (LVM) problems.
Determine if file systems and kernel are compatible (jfs/jfs2).

2. Identify recent system changes preceding the problem.

a.

Use the AIX error log report to determine if reboot introduced the problem.

b. Check with customer/vendor for recent software/hardware changes.
c. ldentify recent system and application configuration changes.

d.

e. Check for changes to printing subsystems.

Check for vmtune, schedtune, or wim tuning changes.

3. Analyze error messages.

a.
b.

Look up the system dump code.
Use the alog -t boot -o command to check for a problem during boot.

Section Il - Use tools/create solution
To use tools and create a solution:

1. Use system tools to evaluate the problem.

a.

® oo o

Use the vmstat command to look for basic CPU, memory, and 1/O
bottlenecks.

Use the topas command to look for basic system performance problems.
Use the iostat command to identify unusual disk activity.
Use the sar command to check for excessive system call and fork rates.

Use iptrace, netstat, traceroute, and ping commands to check for
network connectivity and adapter problems.

Use tprof to identify abnormal CPU usage.

Examine the hung process stack using the crash/kdb and/or dbx
command.

Enable debug/verbose modes to gather more information.
Use dump/trace tools to examine system behavior.
Enable accounting/auditing to monitor application behavior.
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k. Use ipc commands for managing IPC (shared memory and semaphores,
for example).

I. Use the df command to check file system status.
m. Use 1pstat to determine printer status.
2. Use tools to create solutions.

Use wlm to control resources.

Section 1V - Perform problem avoidance
To implement a plan:

1. Plan implementation.

a. Use supported hardware/software configurations.

b. Develop a test plan for new hardware/software changes.
2. Monitor system health.

a. Monitor AIX error logs for hardware failure messages.

b. Monitor AIX error logs for software failure messages.

c. Monitor syslog output.

d. Monitor application logs.

e. Monitor for low memory, paging space, and file system space.

f. Log system performance.

g. Review error alerts.

h. Monitor the system operating environment (for example, power and

temperature).
3. Implement system modification control.
a. Schedule system changes.
b. Restrict root access.
c. Evaluate the impact of any modifications as they relate to the enterprise.

AIX 5L Communications
Test 236 was developed for this certification.

Preparation for this exam is the topic of IBM @server Certification
Study Guide - AIX 5L Communications, SG24-6186.

pSeries HACMP for AIX
Test 187 was developed was developed for this certification.
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Preparation for this exam is the topic of IBM @server Certification
Study Guide - pSeries HACMP for AIX, SG24-6187.

RS/6000 SP and PSSP V3.1

Test 188 was developed for this certification.

Preparation for this exam is the topic of IBM @server Certification
Study Guide - RS/6000 SP, SG24-5348.

p690 Technical Support
Test 195 was developed for this certification.

An IBM Redbook is planned for first quarter 2003 on this subject.

1.2 Certification education courses

6

Courses are offered to help you prepare for the certification tests. For a current
list, visit the following Web site, locate your test number, and select the education
resources available:

http://www.ibm.com/certify/tests/info.shtml
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Customer relations

The following topics are discussed in this chapter:

» Problem definition

» Collecting information from the user

» Collecting information from the system

This chapter is intended for system support people who have to assist customers
with a certain problem. The intention is to provide methods for describing a

problem and collecting the necessary information about the problem in order to
take the best corrective course of action.
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2.1 Defining the problem

The first step in problem resolution is to define the problem. It is important that
the person trying to solve the problem understands exactly what the users of the
system perceive the problem to be. A clear definition of the problem is useful in
two ways:

» It can give you a hint as to the cause of the problem.

» |t is much easier to demonstrate to the users that the problem has been
solved if you know how the problem is seen from their point of view.

For example, consider the situation where a user is unable to print a document.
The problem may be due to the /var file system running out of space. The person
solving the problem may fix this and demonstrate that the problem has been
fixed by using the df command to show that the /var file system is no longer full.

This example can also be used to illustrate another difficulty with problem
determination. Problems can be hidden by other problems. When you fix the
most visible problem, another one may come to light. The problems that are
unearthed during the problem determination process may be related to the one
that was initially reported. In other words, there may be multiple problems with
the same symptoms. In some cases, you may discover problems that are
completely unrelated to the one that was initially reported.

In the previous printing example, simply increasing the amount of free space in
the /var file system may not solve the problem being experienced by the user.
The printing problem may turn out to be a cable problem, a problem with the
printer, or perhaps a failure of the Ipd daemon. This is why understanding the
problem from the user’s perspective is so important. In this example, a better
way of proving that the problem has been resolved is to get the user to
successfully print her document.

2.2 Collecting information from the user

8

The best way of understanding the problem from the users’ perspective is to ask
questions. From their perception of the situation, you can deduce if they have a
problem, and the time scale in which they expect it to be resolved. Their
expectations may extend beyond the scope of the machine or the application it is
running.
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The following questions should be asked when collecting information from the
user during problem determination:

» What is the problem?

Try to get the users to explain what the problem is and how it affects them.
Depending on the situation and the nature of the problem, this question can
be supplemented by either of the following two questions:

— What is the system doing?
— What is the system not doing?

Once you have determined what the symptoms of the problem are, you
should try to establish the history of the problem.

» How did you first notice the problem? Did you do anything differently that
made you notice the problem?

» When did it happen? Does it always happen at the same time (for example,
when the same job or application is run)?

» Does the same problem occur elsewhere? Is only one machine experiencing
the problem or are multiple machines experiencing the same problem?

» Have any changes been made recently?

This refers to any type of change made to the system, ranging from adding
new hardware or software to configuration changes of existing software.

» If a change has been made recently, were all of the prerequisites met before
the change was made?

Software problems most often occur when changes have been made to the
system, and either the prerequisites have not been met (for example, system
firmware is not at the minimum required level), or instructions have not been
followed exactly in order (for example, the person following the instructions
second guesses what the instructions are attempting to do and decides they
know a quicker route). The second guess then means that, because the person
has taken a perceived better route, prerequisites for subsequent steps may not
have been met, and the problem develops into the situation you are confronted
with.

Other changes, such as the addition of hardware, bring their own problems, such
as cables incorrectly assembled, contacts bent, or addressing misconfigured.

The How did you first notice the problem? question may not help you
directly, but it is very useful in getting the person to talk about the problem. Once
he starts talking, he invariably tells you things that will enable you to determine
the starting point for problem resolution.
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If the problem occurs on more than one machine, look for similarities and
differences between the situations.

2.3 Collecting information about the system

2.4 Quiz

The second step in problem determination is collecting information about the
system. Some information will have already been obtained from the user during
the process of defining the problem.

The user is not the only source that can provide information regarding a problem.
By using various commands, it is possible to determine how the machine is
configured, the errors that are being produced, and the state of the operating
system.

The use of commands, such as 1sdev, 1spv, 1svg, 1s1pp, 1sattr, df, mount, and
others, enable you to gather information on how the system is configured. Other
commands, such as errpt, can give you an indication of any errors being logged
by the system.

If the system administrator uses SMIT or Web-based System Manager to
perform administrative tasks, examine the log files for these applications to look
for recent configuration changes. The log files are, by default, contained in the
home directory of the root user and, by default, are named /smit.log for SMIT and
/websm.log for the Web-based System Manager.

If you are looking for something specific based on the problem described by the
user, then other files are often viewed or extracted so that they can be sent to
your IBM support function for analysis, such as system dumps or checkstop files.

The following assessment questions help verify your understanding of the topics
discussed in this chapter.

1. A user complains that she is no longer able to get into the system. Which of
the following procedures should be performed to determine the cause?

A. Check the /etc/security/passwd file.

B. Inform the user that she is not doing something right.

C. Identify the steps the user is performing to access the system.
D

Ignore the user’s definition and attempt to determine the problem from
scratch.
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2. A user explains that a problem was first noticed after a software update
occurred. Which of the following procedures should the system administrator
perform next to fix the updated software?

A.

B
C.
D

Reboot the system.

Add more memory to the system.

Load a backup made prior to the update.

Check for the prerequisites and updates of software applied.
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2.4.1 Answers

The following are the preferred answers to the questions provided in this section.
1. C
2. D
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Booting problem
determination

The following topics are discussed in this chapter:

>

>

>

>

>

>

A general overview of the boot process

Differences between MCA and PCI systems

AIX boot phase 1 - configuring the base devices

AIX boot phase 2 - activating the root volume group
AlX boot phase 3 - configuring the remaining devices
Common boot problem scenarios and how to fix them

Because boot problems are among the most common problems, an overall
discussion on the subject is useful. This chapter begins with a general overview
of the boot process, then expands on the details and discusses the process
along with the LED codes for each stage of the boot process in further detail. A
summary of the LED codes can been found in “LED codes” on page 37.
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3.1 A general overview of the boot process

Both hardware and software problems can cause the system to halt during the
boot process. The boot process is also dependent on which hardware platform is
used. In the initial startup phase, there are some important differences between
MCA and PCI systems, and these differences will determine the way to handle a
hardware-related boot problem. These differences are covered in 3.2, “BIST -
POST” on page 15.

The general workflow of the boot process is shown in Figure 3-1.

Check of and initialization of
hardware

Y

Load BLV and pass control

Y

Configure base devices

Y

Init processes /etc/inittab

Figure 3-1 General boot order

The initial hardware check is to verify that the primary hardware is okay. This
phase is divided into two separate phases on an MCA system. The first is the
built-in self test (BIST), and the second a power-on self test (POST). On PCI
systems, it is handled by a single POST. After this, the system loads the boot
logical volume (BLV) into a RAM file system (RAMFS) and passes control to the
BLV.
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3.2 BIST

Note: The contents of the BLV are as follows:
» AlX kernel

The kernel is always loaded from the BLV. There is a copy of the kernel in
/unix (soft link to /usr/lib/boot/unix_mp or unix_up). This version is used to
build the hd4 file system where the kernel image is read during system
boot.

» rc.boot

This is the configuration script that will be called three times by the init
process during boot.

» Reduced ODM

Device support is provided only to devices marked as base devices in the
ODM.

» Boot commands

For example, cfgmgr or bootinfo.

Because the rootvg is not available at this point, all the information needed for

boot is included in the BLV used for creation of the RAMFS in memory. After this,
the init process is loaded and starts to configure the base devices. This is named
boot phase 1 (the init process executes the rc.boot script with an argument of 1).

The next step, named boot phase 2, attempts to activate rootvg, and this is
probably the phase where the most common boot problems occur (for example,
a file system or the jfslog is corrupt). Next, the control is passed to the rootvg init
process and the RAMFS is released.

Finally, the init process, now loaded from disk (not the BLV), executes the rc.boot
script with an argument of 3 to configure the remaining devices. This final stage
is done from the /etc/inittab file. This is named boot phase 3.

- POST

As mentioned before, there are differences between the classic RS/6000 system
with MCA architecture and the PCI systems that are delivered today. The MCA
system is discussed first.

3.2.1 MCA systems

At a system startup of an MCA system, the first thing that happens is a BIST.
These tests are stored on EPROM chips, and the tests performed by BIST are
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mainly to components on the motherboard. LED codes shown during this phase
of the startup will be in the range of 100-195, defining the hardware status. After
this, the POST will be initialized.

The task of the POST is to find a successful hardware path to a BLV. All
hardware that is required to load a boot image is tested. The LED codes at this
stage are in the range of 200—2E7. Both hardware and software problems can
cause a halt in the startup process during this stage.

On an MCA system, the load of the BLV starts with checking the bootlist. The
bootlist is defined by the key position (a physical key switch is located on the
outside of many of the MCA models). When the key is in the normal position,
applications will be started as well as network services. This is done when the init
process reads the /etc/inittab file and executes the configuration scripts
referenced in that file. A normal boot is represented by run level 2. The
/etc/inittab file is discussed in further detail in 3.5.1, “The /etc/inittab file” on
page 31. To manipulate the boot list for normal mode, use the following
command:

# bootlist -m normal hdisk0 hdiskl rmtO cdO

This command will set the system to search hdiskO first for a usable BLV. If there
is no BLV on hdiskO, then hdisk1 will be searched, and so on.

The service bootlist is used when booting the system for maintenance tasks. The
key is switched to the service position. No applications or network services will
be started. To check the service bootlist, use the -o flag, which was introduced
with AIX Version 4.2, as follows:

# bootlist -m service -o
fdo

cdo

rmt0

hdisk2

ent0

Another feature introduced with AIX Version 4.2 is the use of generic device
names. Instead of pointing out the specified disk, such as hdiskO or hdisk1, you
can use the generic definition of SCSI disks. For example, the following
command uses the generic SCSI definition:

# bootlist -m service cd rmt scdisk
This command will request the system to probe any CD-ROM or DVD-ROM, then
probe any tape drive, and finally probe any SCSI disk, for a BLV. The actual

probing of the disk is a check of sector 0 for a boot record that contains data that
points out the location of the boot image.
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Changes to the bootlist can also be made through the diag command menus. At
the Function Selection menu, choose Task Selection, as shown in Figure 3-2.

FUNCTION SELECTION 801002

Move cursor to selection. then press Enter.

Diagnostic Routines
This selection will test the machine hardware. Wrap plugs and
other advanced functions will not be used.

Advanced Diagnostics Routines
This selection will test the machine hardware. Wrap plugs and
other advanced functions will be used.

Task Selection{Diagnostics, Advanced Diagnostics. Service RAids. etc.)
This selection will list the tasks supported by these procedures.
Once a task is selected. a resource menu may be presented showing
all resources supported by the task.

Resource Selection
This selection will list the resources in the system that are supported
by these procedures. Once a resource is selected. a task menu will
be presented showing all tasks that can be run on the resource(s).

F1=Help F10=Exit F3=Previous Menu

Figure 3-2 Function selection menu in diag

In the list of tasks, choose Display or Change Bootlist, as shown in Figure 3-3
on page 18.
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18

TASKS SELECTION LIST 801004

From the list below. select a task by moving the cursor to
the task and pressing “Enter”.
To list the resources for the task highlighted. press "List”.

[MORE. . .181
Display Firmuware Device Node Information
Display Harduware Error Report
Display Hardware Yital Product Data
Display Microcode Level
Display Previous Diagnostic Results
Display Resource Attributes
Display Service Hints
Display Softuware Product Data
Display System Environmental Sensors
Display Test Patterns
Download Microcode

[MORE...121

F1=Help F4=List F10=Exit Enter
F3=Previous Menu

Figure 3-3 Task selection menu in diag

Finally, you have to choose whether to change the Normal mode bootlist or the
Service mode bootlist, as shown in Figure 3-4.

DISPLAY/ALTER BOOTLIST 802590

Select an option. then press Enter.

Normal mode bootlist

This selection allows displaying. altering. or erasing
the normal mode bootlist.

Service mode bootlist
This selection allows displaying. altering. or erasing
the service mode bootlist.

F3=Cancel F10=Exit

Figure 3-4 Display/alter bootlist menu in diag
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At this point, a lot of things can cause a boot problem. The bootlist could point to
a device that does not have a BLV, or the devices pointed to are not accessible
because of hardware errors.

The following sections cover several problems that can cause a halt. All
problems at this stage of the startup process have an error code defined, which
is shown on the LED display on the operator panel of the system. These LED
values are covered again in 4.3.5, “Common boot time LEDs” on page 57, with
the additional codes not related to initial system startup.

LED 200

A LED code 200 is related to the secure key position. When the key is in the
secure position, the boot will stop until the key is turned, either to the normal
position or the service position. The boot will then continue.

LED 299

A LED code of 299 indicates that the BLV will be loaded. If this LED code is
passed, then the load is successful. If, after passing 299, you get a stable 201,
then you have to recreate the BLV, as discussed in “How to recreate the BLV” on
page 19.

MCA LED codes

Table 3-1 provides a list of the most common LED codes on MCA systems. More
of these can be found in the AIX base documentation.

Table 3-1 Common MCA LED codes

LED Description
100—-195 Hardware problem during BIST.
200 Key mode switch in secure position.
201 If LED 299 passed, recreate BLV.

If LED 299 has not passed, POST encountered a hardware error.
221 The bootlist in NVRAM is incorrect (boot from media and change the
721 bootlist), or
221-229 the bootlist device has no bootimage (boot from media and recreate
223-229 the BLV), or
225-229 the bootlist device is unavailable (check for hardware errors).
233—-235

How to recreate the BLV

When the LED code indicates that the BLV cannot be loaded, you should start
diagnosis by checking for hardware problems, such as cable connections. The
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next step is to start the system in maintenance mode from an external media,
such as an AlX installation CD-ROM. Use the Access this Volume Group startup
menu after booting from the installation media, and start a shell menu for
recreation of the BLV (this menu is also used if the boot problem was due to an
incorrect bootlist). Execute the following command if you want to recreate the
BLV on hdiskO:

# bosboot -ad /dev/hdisk0
Another scenario where you may want to create a BLV with the bosboot
command is with a mirrored rootvg. Mirroring this volume group does not make

the disks containing the mirrored data bootable. You still have to define the disks
in the bootlist and execute the bosboot command on the mirrored devices.

The following is a short summary on how to access the maintenance menus. For
more detailed information see Chapter 10, “Accessing a system that will not
boot”, in the AIX Version 5.0 Installation Guide, SC23-4112.

1. Boot the system from the installation media.

At the installation menu, choose Start Maintenance for System Recovery.
On the next menu, choose Access a Root Volume Group.

A list of accessible disks is shown. Choose the rootvg disk.

ok~ 0N

Finally, choose Access this Volume Group and start a shell when you want
to recreate the BLV. Change the bootlist or forgotten root password.

Choose Access this Volume Group and start a shell before mounting file
systems if the file systems or the jfslog in rootvg are corrupt.

3.2.2 PClI systems

When booting PCI systems, there are important differences from the MCA
systems. It has already been mentioned that there is an absence of BIST.
Another difference is the absence of the key switch. Modern PCI systems use a
logical keymode switch, which is handled by the use of function keys. Also, the
diag function is missing on some older PCIl systems. The following section
discusses how to change the bootlist and the support of the normal and service
boot options on PCI systems.

Changing the bootlist on PCI systems

All PCI systems have System Management Services (SMS) menus. On most
systems, these menus can be accessed by pressing function key 1 (F1) or 1
when the console is initiated (the use of 1 or F1 depends on the use of graphical
display or ASCII terminal). At this time, a double beep is heard. Depending on
the PCI model, there are three or four choices in the SMS main menu. One of
these is named boot. Under this menu, you can define the bootlist. The SMS

20 IBM @server Certification Study Guide - AIX 5L Problem Determination Tools and Techniques



main menu from an RS/6000 Model 43P-140 is shown in Figure 3-5. Newer PCI
systems also have an additional selection called multiboot.

Systen Marnagement Services

= &l o

-

Config Boot Utilities

Figure 3-5 SMS main menu

Changing the boot order can also be done with the boot1ist command.

Normal boot and service boot on PCI systems

Some PCI systems do not support service mode (for example, the 7248-43P).
The only way to boot in another mode, such as maintenance mode, is to change
the normal bootlist. This can be done with the boot1ist -m normal command, if
the system is accessible. If the system is not accessible, this can be done by
booting from installation media and changing the bootlist through the SMS
menus.

All PCI systems have a default bootlist. On modern PCI systems, this default
bootlist can be accessed (and from diag) by using the F5 function key. This is a
good option to use when booting the system in single user mode for accessing
stand-alone diag functions. This cannot be done on older PCI systems. Instead,
a single bootlist is provided and can be reset to the default values by removing
the battery for about 30 seconds. This is because the bootlist is stored in
NVRAM, and the NVRAM is only non-volatile as long as the battery is
maintaining the memory.
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Newer PCI architecture machines (for example, the 43P-150) support a service
bootlist. The simplest way to find out if a particular system supports the service
boot option is to execute:

# bootlist -m service -0
0514-220 bootlist: Invalid mode (service) for this model

If you receive the previous error message, the system does not support the
service boot option.

All new PCI systems support the following key allocations as standard:
» F1or1on ASCIl terminal: Starts System Management Services

» F5 or 5 on ASCII terminal: Boot diag (use default boot list of fd, cd, scdisk, or
network adapter)

» F6 or 6 on ASCII terminal: Boot diag (use of custom service boot list)

POST LED codes on PCI systems

On old PCI systems, such as the 7020-40P or the 7248-43P, the LED display is
missing, so there will be no LED codes to help solve boot problems. Fortunately,
this has been changed on modern PCI systems, but the error codes generated
during this phase of the system startup differs from model to model. The only
way to figure out the exact meaning of an error code is to refer to the service
guide delivered with the system. IBM provides a Web page where service guides
for most PCI systems are available in HTML and PDF format. The URL is:

http://www.ibm.com/servers/eserver/pseries/Tibrary/hardware_docs/index.html

3.3 Boot phase 1

So far, the system has tested the hardware, found a BLV, created the RAMFS,
and started the init process from the BLV. The rootvg has not yet been activated.
From this step on, the boot sequence is the same on both MCA systems and PCI
systems.

The workflow for boot phase 1 is shown in Figure 3-6 on page 23.
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PID 1 - init

v

rc.boot 1

v

cfgmgr -f

y

bootinfo -b

Figure 3-6 Boot phase 1

During this phase, the following steps are taken:

1. The init process started from RAMFS executes the boot script rc.boot 1. At
this stage, the restbase command is called to copy the reduced ODM from
the BLV into the RAMFS. If this operation fails, a LED code of 548 is
presented.

2. After this, the cfgmgr -f command reads the Config_Rules class from the
reduced ODM. In this class, devices with the attribute phase=1 will be
considered base devices. Base devices are all devices that are necessary to
access rootvg. The process invoked with rc.boot 1 attempts to configure
devices so that rootvg can be activated in the next rc.boot phase.

3. Atthe end of boot phase 1, the bootinfo -b command is called to determine
the last boot device. At this stage, the LED shows 511.
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3.4 Boot phase 2

In boot phase 2, the rc.boot script is passed to the parameter 2. The first part of
this phase is shown in Figure 3-7.

ipl_varyon

v

mount /dev/hd4

v

mount /usr

v

mount /var; copycore; umount /var

v

swapon /dev/hd6

Figure 3-7 Boot phase 2, part one

During this phase, the following steps are taken.

1. The rootvg volume group will be varied on with the special ip1_varyon
command. If this command is not successful, one of the following LED codes
will appear: 552, 554, or 556.

2. After the successful execution of ip1_varyon, the root file system (/dev/hd4) is
mounted on a temporary mount point (/mnt) in RAMFS. If this fails, 555 or 557
will appear in the LED display.

3. Next, the /usr and /var file systems are mounted. If this fails, the LED 518
appears. The mounting of /var, at this point, enables the system to copy an
eventual dump from the default dump devices, /dev/hd6, to the default copy
directory, /var/adm/ras.
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4. After this, rootvg’s primary paging space, /dev/hd6, will be activated.

Copy RAMFS /dev to disk:
mergedev

l

Copy RAMFS ODM files to disk:
cp CU* /mnt/etc/objrepos

l

umount /usr
umount /dev/hd4

l

mount -f /
mount /usr; mount /var

l

Copy boot messages to alog

Figure 3-8 Boot phase 2, part two

The second part of this phase is shown in Figure 3-8, and the following steps are
taken:

1. The copy of rootvg’s RAMFS’ ODM and /dev directories will occur (mergedev).
This is possible because the temporary mount point, /mnt, is used for the
mounted root file system.

2. Next, the /usr and /var from the RAMFS are unmounted.

3. Finally, the root file system from rootvg (disk) is mounted over the root file
system from the RAMFS. The mount points for the rootvg file systems
become available. Now the /var and /usr file systems from the rootvg can be
mounted again on their ordinary mount points.

There is no console available at this stage, so all boot messages will be copied to
alog. The alog command can maintain and manage logs.
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As mentioned, there are a lot of different possible problems in this phase of the
boot. The following sections discuss how to correct some of them.

3.4.1 LED 551, 555, or 557

There can be several reasons for a system to halt with LED codes 551, 555, or
557. For example:

» A damaged file system

» A damaged journaled file system (JFS) log device

» A failing disk in the machine that is a member of the rootvg

To diagnose and fix these problems, you need to boot from a bootable media,

access the maintenance menus, choose Access a Volume Group, and start a
shell before mounting file systems, and then do one or all of the following actions:

» To ensure file system integrity, run the fsck command to fix any file systems
that may be corrupted:

# fsck -y /dev/hdl
# fsck -y /dev/hd2
# fsck -y /dev/hd3
# fsck -y /dev/hd4
# fsck -y /dev/hd9var

» To ensure the correct function of the log device, run the Togform command on
/dev/hd8 to recreate the log device:

# /usr/sbin/lTogform /dev/hd8
» If the BLV is corrupted, recreate the BLV and update the bootlist:

# bosboot -a -d /dev/hdisk0
# bootlist -m normal hdisk0

3.4.2 LED 552, 554, or 556

A LED code of 552, 554, or 556 during a standard disk-based boot indicates that
a failure occurred during the varyon of the rootvg volume group. This can be the
cause of:

» A damaged file system
» A damaged journaled file system (JFS) log device

» A bad IPL-device record or bad IPL-device magic number (the magic number
indicates the device type)

» A damaged copy of the Object Data Manager (ODM) database on the boot
logical volume
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» A hard disk in the inactive state in the root volume group
» A damaged superblock

To diagnose and fix the problem, you need to boot from the installation media,
navigate the menus to access the volume group, and start a shell before
mounting the file systems.

If the fsck command indicates that block 8 could not be read when used, as
shown in 3.4.1, “LED 551, 555, or 557” on page 26, the file system is probably
unrecoverable. The easiest way to fix an unrecoverable file system is to recreate
it. This involves deleting it from the system and restoring it from a backup. Note
that /dev/hd4 cannot be recreated. If /dev/hd4 is unrecoverable, you must
reinstall AIX.

A corrupted ODM in the BLV is also a possible cause for these LED codes. To
create a usable one, run the following commands that remove the system's
configuration and save it to a backup directory:

# /usr/sbin/mount /dev/hd4 /mnt

# /usr/shin/mount /dev/hd2 /usr

# /usr/bin/mkdir /mnt/etc/objrepos/bak

# /usr/bin/cp /mnt/etc/objrepos/Cu* /mnt/etc/objrepos/bak
# /usr/bin/cp /etc/objrepos/Cu* /mnt/etc/objrepos

# /usr/shin/umount all

# exit

After this, you must copy this new version of the ODM in the RAMFS to the BLV.
This is done with the savebase command. Before that, make sure you place it on
the disk used for normal boot by executing:

# 1slv -m hdb

Save the clean ODM database to the boot logical volume. For example:
# savebase -d /dev/hdisk0

Finally, recreate the BLV and reboot the system. For example:

# bosboot -ad /dev/hdisk0
# shutdown -Fr

Another possible reason for these error codes is a corrupted superblock. If you
boot in maintenance mode and receive error messages such as Not an AIX file
systemor Not a recognized file system type, it is probably due to a corrupted
superblock in the file system.

Each file system has two super blocks: One in logical block 1 and a copy in
logical block 31. To copy the superblock from block 31 to block 1 for the root file
system, issue the following command (before you use this command, check the

Chapter 3. Booting problem determination 27



product documentation for the AIX release you are using to make sure all of the
parameters shown are correct):

# dd count=1 bs=4k skip=31 seek=1 if=/dev/hd4 of=/dev/hd4

3.4.3 LED 518

The 518 LED code has an unclear definition in the product documentation, which
reads:

Display Value 518

Remote mount of the / (root) and /usr file systems during network boot did not
complete successfully.

This is not the entire problem. If the system runs into problems while mounting
the /usr from disk (locally, not a network mount), you will get the same error. Fix
this problem using the same procedure as you would for any other rootvg file
system corruption.

3.4.4 The alog command

Up until this stage, the system has not yet configured the console, so there is no
stdout defined for the boot processes. At this stage, the alog command is useful.

The alog command can maintain and manage logs. All boot information is sent
through the alog command. To look at the boot messages, use the following
command options:

# alog -ot boot

khkkkhkkhkhkkhhkhkhkhkhkhkkk no Stderr khkkkkhkkkhkkkik
Time: 12 LEDS: 0x538
invoking top level program -- "/usr/lib/methods/definet > /dev/null
2>81;0pt="/u
sr/sbin/1sattr -E -1 inet0 -a bootup_option -F value~
if [ $opt = "no" ];then nf=/etc/rc.net
else nf=/etc/rc.bsdnet
fi;$nf -2;x=$?;test $x -ne 0&&echo $nf failed. Check for invalid
command
s >&2;exit $x"
Time: 21 LEDS: 0x539

return code = 0
khkhkkhkkhkhkkhhkhkhhkhkhkkkx no Stdout khkkkkhkkkhkkhkk

The alog command with the -C option hangs the attributes for a specified log
type.
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Assuming that you have a existing log type sample in the alog configuration
database, to change the name of the log file for the log type sample to
/var/sample.log, enter:

# alog -C -t sample -f /var/sample.log
The next step of the boot process checks the bootup_option to determine if a
BSD-style configuration of TCP/IP services are to be used, or if the default of

ODM-supported configuration should be used. During this stage, the LED codes
538 and 539 are shown, as provided in the preceding alog example.

3.5 Boot phase 3

In the boot process, the following boot tasks have been accomplished:
» Hardware configuration performed during BIST and POST
» The load of the BLV

» Phase 1, where base devices are configured to prepare the system for
activating the rootvg

» Phase 2, where rootvg is activated

Finally, phase 3 is initiated by the init process loaded from rootvg. An outline of
this phase is shown in Figure 3-9 on page 30.
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30

letcl/inittab: /sbin/rc.boot 3

|

mount /tmp

!

syncvg rootvg &

)

Normal boot: cfgmgr -p2
Service boot: cfgmgr -p3

!

cfgcon
rc.dt boot

)

savevg

Figure 3-9 Boot phase 3

The order of boot phase 3 is as follows:

1.
2.
3.

Phase 3 is started in /etc/inittab.
The /tmp file system is mounted.

The rootvg is synchronized. This can take some time. This is why the syncvg
rootvg command is executed as a background process. At this stage, the
LED code 553 is shown.

. At this stage, the cfgmgr -p2 process for normal boot and the cfgmgr -p3

process for service mode are also run. cfgmgr reads the Config_rules file from
ODM and checks for devices with phase=2 or phase=3.

Next, the console will be configured. LED codes shown when configuring the
console are shown on the following page. After the configuration of the

console, boot messages are sent to the console if no STDOUT redirection is
made. Many of these boot messages scroll past at a fast pace, so there is not
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always time to read all of the messages. However, all missed messages can
be found in /var/adm/ras/conslog.

6. Finally, the synchronization of the ODM in the BLV with the ODM from the /
(root) file system is done by the savebase command.

When the cfgcon process is called, different LED codes are shown depending
on which device is configured.

The cfgcon LED codes include:

c¢31 Console not yet configured. Provides instructions to select console.

c32 Console is an LFT terminal.

¢33 ConsoleisaTTY.

¢34 Console is a file on the disk.

3.5.1 The /etc/inittab file

The /etc/inittab file supplies configuration scripts to the init process. In
Figure 3-10, the highlighted line is the file record that runs rc.boot with parameter
3.

B (C) COPYRIGHT International Business Machines Corp. 1989, 1993
: All Rights Reserved
Licensed Materials — Property of IBH

US Government Users Restricted Rights — Use. duplication or
disclosure restricted by G5A ADP Schedule Contract with IBM Corp.

: Note - initdefault and sysinit should be the first and second entry.

init:2:initdefault:

brc:isysinit:/sbin/rc.boot 3 >/dev/console 2>&1 # Phase 3 of system boot
powerfail - ipowerfail :/etc/rc.powertfail 2>&1 | alog -tboot > /dev/console # Power
Failure Detection

rci2iwaiti/etc/re 2281 | alog -tboot > /dev/console # Multi-User checks
fbcheck:2:wait: fusr/sbin/fbcheck 2>&1 | alog -tboot > /dev/console # run /etc/fi
rsthoot

sremstri2:irespauwn: fusr/shin/sremstr # System Resource Controller
rctepip:2:iwait:/etc/re.tepip » /dev/console 2>8&1 # Start TCP/IP daemons
renfs:2:wait:/etc/re.nfs > /dev/console 2>&1 # Start NFS Daemons
cron:2:respawn:/fusr/shin/cron

piobe:2:iwait:/usr/lib/lpd/pio/etc/pioinit >/dev/null 2>&1 # pb cleanup
qdaemon:2:wait: fusr/bin/startsrc —sqdaemon

writesrv:2:iwait:/usr/bin/startsrc -suritesrv

Figure 3-10 Example of rc.boot 3 in /etc/inittab
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The /etc/inittab file is composed of entries that are position dependent and have
the following format:

Identifier:RunLevel:Action:Command

The first line in /etc/inittab (initdefault) defines what run level is to be considered
as a default run level. In the example provided, the run level is 2, which means a
normal multi-user boot. In the case of a multi-user boot, all records with run level
2 will be executed from the /etc/inittab file. If this value is missing, you are
prompted at boot to define the run level.

The rc.boot line is to be executed on all run levels (this equals run level
0123456789). The action defined, sysinit, has to finish before continuing with the
next line in /etc/inittab. From rc.boot 3, among other things, the rootvg is
synchronized, the mirroring is started, and the /tmp directory mounted. A detailed
description of /etc/inittab is provided in IBM @server Certification Study

Guide - pSeries AlX System Support, SG24-6199.

3.5.2 LED 553

A LED code of 553 is caused when the /etc/inittab file cannot be read. To recover
from a LED 553, check /dev/hd3 and /dev/hd4 for space problems and erase
unneeded files to free up disk space. Check the /etc/inittab file for corruption and
correct the errors if necessary. Typical syntax errors found in /etc/inittab, as seen
at the support centers, are entries that are incorrectly defined in the file. When
editing /etc/inittab, the inittab commands should be issued. For example:

» mkitab
» chitab

It is helpful to remember that /etc/inittab is very sensitive to even the most trivial
syntax error. A misplaced dot can halt the system boot.

3.5.3 LED c31

LED code ¢31 is not really an error code, but the system is waiting for input from
the keyboard. This is usually encountered when booting from CD-ROM or a
mksysb tape. This is normally the dialog to select the system console.

3.5.4 LED 581

LED code 581 is not really an error code. LED 581 is shown during the time that
the configuration manager configures TCP/IP and runs /etc/rc.net to do specific
adapter, interface, and host name configuration.
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A problem is when the system hangs while executing /etc/rc.net. The problem
can be caused by either a system or a network problem that happens because
TCP/IP waits for replies over an interface. If there are no replies, the wait
eventually times out and the system marks the interface as down. This time-out
period varies and can range from around three minutes to an indefinite period.

The following problem determination procedure is used to verify that the methods
and procedures run by /etc/rc.net are causing the LED 581 hang:
1. Boot the machine in service mode.
2. Move the /etc/rc.net file to a safe location:
mv /etc/rc.net /etc/rc.net.save

3. Reboot in normal mode to see if the system continues past the LED 581 and
allows you to log in.

Note: The previous steps assume that DNS or NIS is not configured.

If you determine that the procedures in /etc/rc.net are causing the hang, that is,
the system continued past LED 581 when you performed the steps above, the
problem may be one of the following:

» Ethernet or token-ring hardware problems
Run diagnostics and check the error log.

» Missing or incorrect default route

» Networks not accessible

Check that the gateways, name servers, and NIS masters are up and
available.

» Bad IP addresses or masks
Use the iptrace and ipreport commands for problem determination.
» Corrupt ODM
Remove and recreate network devices.
» Premature name or IP address resolution
Either named, ypbind/ypserv, or /etc/hosts may need correction.
» Extra spaces at the ends of lines in configuration files

Use the vi editor with the set list subcommand to check files, such as the
/etc/filesystems file, for this problem.

» LPP installations or configurations with errors
Reinstall the LPP.
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A specific LED 581 hang case occurs when ATMLE is being used with DNS. If
you are experiencing this problem, you can either work around the problem by
adding a host=local,bind entry to the /etc/netsvc.conf file or by adding the
following lines to the /etc/rc.net file:

igdddadddsddsdddsdddsdsdsdsdddsdadadddiddsddsdsasdgdddddsdaddddddd
# Part III - Miscellaneous Commands.
igdddadddsddsdddsdddsddsdsdddadddsdddiddsddsdsasdsddddddsddddd
# Set the hostid and uname to “hostname™, where hostname has been
# set via ODM in Part I, or directly in Part II.

# (Note it is not required that hostname, hostid and uname all be

# the same).

export NSORDER="Tocal" <<===========NEW LINE ADDED HERE
Jusr/sbin/hostid “hostname™ >>$LOGFILE 2>&1

/bin/uname -S~hostname|sed 's/\..*$//'" >>$LOGFILE 2>8&1

unset NSORDER <<===========NEW LINE ADDED HERE

idggdsdsddddadddaaddpadspdsddadddsaddgadpdidadddaaddpagaaaRgdki

3.5.5 pSeries servers

34

Although new pSeries servers have the same basic boot steps, the LEDs are
displayed differently. Please consult your specific pSeries service guide for more
information. Following is an example of IBM @server pSeries 690 boot

phases.

The IPL process starts when AC power is connected to the system. The IPL
process has the following phases.

Phase 1: Service processor initialization

Phase 1 starts when AC power is connected to the system and ends when 0K is
displayed in the media subsystem operator panel. 8xxx checkpoints are
displayed during this phase. Several 9xxx codes may also be displayed. Service
processor menus are available at the end of this phase by striking any key on the
console keyboard.

Phase 2: Hardware initialization by the service processor

Phase 2 starts when system power-on is initiated by pressing the power on
button on the media subsystem operator panel. 9xxx checkpoints are displayed
during this time. 91FF, the last checkpoint in this phase, indicates that the
transition to phase 3 is taking place.

Phase 3: System firmware initialization

On a full system partition, at phase 3, a system processor takes over control and
continues initializing partition resources. During this phase, checkpoints in the
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form Exxx are displayed. E105, the last checkpoint in this phase, indicates that
control is being passed to the AIX boot program. On a partitioned system, there
is a global system-wide initialization phase 3, during which a system processor
continues the initialization process. Checkpoints in this phase are of the form
Exxx. This global phase 3 ends with a LPAR... on the operator panel. As a logical
partition begins a partition-initialization phase 3, one of the system processors
assigned to that partition continues initialization of resources assigned to that
partition. Checkpoints in this phase are also of the form Exxx. This partition
phase 3 ends with an E105 displayed on the partition’s virtual operator panel on
the HMC, indicating control has been passed to that logical partition’s AIX boot
program. For both the global and partition phase 3, location codes may also be
displayed on the physical operator panel and the partition’s virtual terminal,
respectively.

Phase 4: AIX boot

When AIX starts to boot, checkpoints in the form 0xxx and 2xxx are displayed.
This phase ends when the AlX login prompt displays on the AIX console.

3.6 Boot-related information in the error log

Because the function of the error log should be familiar to you from your previous
certification training, this section will only cover boot-related messages.

The error log facility provides historical information on system boots and what
may have caused them. One way to find the reboot time stamp is to check for
when error logging has been turned on, as shown in the following example:

# errpt

IDENTIFIER TIMESTAMP T C RESOURCE_NAME DESCRIPTION

499B30CC 0711125600 T H entl ETHERNET DOWN

1104AA28 0711125200 T S SYSPROC SYSTEM RESET INTERRUPT RECEIVED
9DBCFDEE 0711125500 T 0 errdemon ERROR LOGGING TURNED ON
499B30CC 0707114100 T H entl ETHERNET DOWN

499B30CC 0707113700 T H entl ETHERNET DOWN

C60BB505 0705101400 P S SYSPROC SW PROGRAM ABNORMALLY TERMINATED
35BFC499 0705101100 P H cd0 DISK OPERATION ERROR

0BA49C99 0705101100 T H scsi0 SCST BUS ERROR

9DBCFDEE 0704153700 T 0 errdemon ERROR LOGGING TURNED ON
192AC071 0704153700 T O errdemon ERROR LOGGING TURNED OFF
9DBCFDEE 0704152600 T 0 errdemon ERROR LOGGING TURNED ON

Every time the system is booted, the error log facility is started. In the previous
example, the system has been gracefully shut down two times on the 4th of July.
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When the system is gracefully shut down, the error logging facility is also shut
down, as the error log entry 192ac071 shows. In the case of the reboot on the 11th
of July, there is no stop of the error log facility reported; in other words, that
shutdown cannot be considered graceful. Three minutes before the reboot
(12:55), a system reset is reported (the line above with the 12:52 time stamp).
The reason for the non-graceful reboot is often reported sequentially later than
the reboot. The reason for the reboot (the use of the Reset button) is shown
highlighted in the following example:

# errpt -aj 1104AA28

LABEL: SYS_RESET
IDENTIFIER: 1104AA28

Date/Time: Tue Jul 11 12:52:54
Sequence Number: 12

Machine Id: 000BC6DD4CO0

Node Id: server3

Class: S

Type: TEMP

Resource Name: SYSPROC

Description
SYSTEM RESET INTERRUPT RECEIVED

Probable Causes
SYSTEM RESET INTERRUPT

Detail Data
KEY MODE SWITCH POSITION AT BOOT TIME
normal

KEY MODE SWITCH POSITION CURRENTLY
normal

3.7 Boot summary

The following section provides short summaries of the boot phases and some
common LED codes.

Boot phases

BIST and POST are used to test hardware and to find a successful hardware
path to a BLV.

Boot phase 1 (init rc.boot 1) is used to configure base devices.

Boot phase 2 (init rc.boot 2) is used to activate the rootvg.
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Boot phase 3 (init /sbin/rc.boot 3) is used to configure the rest of the devices.

LED codes

The LED codes during POST on an MCA system are listed in Table 3-2.

Table 3-2 MCA POST LEDs

LED Reason/action
100-195 Hardware problem during BIST.
200 Key mode switch in secure position.
201 If LED 299 passed, recreate BLV.

If LED 299 has not passed, POST encountered a hardware error.
221 The bootlistin NVRAM is incorrect (boot from media and change the
721 bootlist), or
221-229 the bootlist device has no bootimage (boot from media and recreate
223-229 the BLV), or
225-229 the bootlist device is unavailable (check for hardware errors).
233-235

The LED codes shown during boot phase 2 are listed in Table 3-3.

Table 3-3 Boot phase 2 LED codes

LED Reason/action
551 Corrupted file system, use the fsck -y device command.
555 Corrupted jfslog, use the /usr/sbin/Togform /dev/hd8 command.
557 Corrupted BLV, use the bosboot -ad device command.
552 The ipl_varyon failed. Except for the reason mentioned above (551,
554 555, or 557):
556 » Corrupted ODM, backup ODM; recreate with savebase.
» Superblock dirty; copy in superblock from block 31.
518 /usr cannot be mounted:

If /usr should be mounted over the network, check for network
problem.
If /usr is to be mounted locally, fix the file system.

The LED codes shown during boot phase 3 are listed in Table 3-4.

Table 3-4 Boot phase 3 LED codes

LED

Reason/action

553

Syntax error in /etc/inittab.
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LED Reason/action

c31 Define the console.

3.8 Command summary

The following section provides a list of the key commands discussed in this
chapter.

3.8.1 The errpt command

The errpt command is used to check for errors reported by the error log facility.
The syntax of the errpt command is provided in the following examples.

To process a report from the error log